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1 Introduction and overview

Integrability of gauge and string theories continues to generate exciting new types of exactly
solvable models, ranging from new spin chains to novel quantum field theories and hitherto
unstudied string theories. Frequently this stems from deformations and/or subtle limit
taking of previously investigated systems. A case at hand is a certain double-scaling
limit of the three-parameter γ-deformation of N = 4 super Yang-Mills theory that had
originally been proposed in [3, 4]. It partially or fully breaks R-symmetry and thus also
supersymmetry, while apparently retaining conformality and integrability in the planar limit.
Its double-scaling limit was then proposed in [5], combining a strong imaginary γ-twist with
a vanishing coupling constant. In this limit all gauge field interactions decouple and one is
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left with an un-gauged quantum field theory of scalars φi and fermions ψi, i = 1, 2, 3. In
light of [6] we refer to the resulting theory as the dynamical fishnet theory, with interaction
Lagrangian

Lint
DFN = Nctr

(
ξ2

1φ
†
2φ
†
3φ2φ3 + ξ2

2φ
†
3φ
†
1φ3φ1 + ξ2

3φ
†
1φ
†
2φ1φ2

)
(1.1)

+Nctr
(
i
√
ξ2ξ3(ψ3φ1ψ

2 + ψ̄3φ
†
1ψ̄2) + cyclic

)
.

This model can be further simplified by taking ξ1 = ξ2 = 0, ξ3 ≡ ξ. In this case we recover
the bi-scalar fishnet theory

Lint
FN = ξ2Nctr

(
φ†1φ

†
2φ1φ2

)
. (1.2)

Notably, the theories (1.1) and (1.2) are non-unitary. However, the chiral nature of these
interactions leads to a vast simplification in the Feynman-diagrammatic structure of many
physical quantities. This raises the hope that the integrability of these models might be more
easily understood from first principles. Recall that the origin of integrability of undeformed
or γ-deformed N = 4 SYM remains shrouded in mystery. On the contrary, in the chiral
models one often observes recursive structures in the Feynman graphs, and the associated
graph-building operator may sometimes be shown to possess integrable properties [6–8].
In some cases, correlation functions are represented by a single Feynman diagram. An
example of this is the fishnet Feynman integrals. These have been shown to enjoy a Yangian
symmetry [9], which in some cases has been sufficient to bootstrap the integral [10, 11]. In
a four-point limit these fishnet graphs reduce to the celebrated Basso-Dixon correlators, for
which integrability has been studied from various perspectives [12–14]. The fishnet theory
has also been argued to possess at strong coupling a holographic dual [15–17].

As written, the theories (1.1) and (1.2) are not strictly conformal, even in their planar
limit [18, 19]. Double trace couplings are generated upon renormalisation. However, it
has been argued in [6, 20] that these coupling may be fine-tuned as a function of ξ2 such
that the overall beta-function becomes identically zero, while preserving integrability. As
a result, one expects to get an integrable logarithmic conformal field theory. This is a
consequence of the models’ non-unitarity: while the state space is still reducible, it is no
longer decomposable. The logarithmic nature of the underlying CFT poses curious new
challenges for the spectral problem of the theory [1, 2]. In particular, in certain operator
sectors the dilatation operator is no longer diagonalisable. It is known that this leads to
the appearance of logarithms in the two-point functions [21]. For example, in the simplest
case where the dilatation operator acts on an operator pair O1,O2 as a 2× 2 Jordan cell

D

(
O1
O2

)
=
(

∆ 1
0 ∆

)(
O1
O2

)
, (1.3)

the two-point function can be brought into the form

〈Oi(x)Oj(0)〉 = c

|x|2∆

(
log x2 1

1 0

)
. (1.4)

An explicit example of this in the fishnet theory for length 5 operators is given in [7].
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Logarithmic conformal field theories play an important role in two dimensions [22].
There, due to their direct connection with two-dimensional statistical mechanics models,
they are of great physical interest. Important examples include models of self-avoiding
walks, polymers, and percolation; for recent progress see [23] and references therein. Often
the logarithmic scaling violations occurring in these models are of both experimental and
theoretical interest. In fact, their mathematical analysis often shows intricate and novel
features as compared to the non-logarithmic case. In higher dimensions, logarithmic CFTs
have been much less studied. Still, given their success story in two dimensions, it is natural
to suspect that they will also be of considerable value.

A systematic study of the dilatation operator in strongly twisted N = 4 SYM was
initiated in [1]. It was found that the mentioned non-diagonalisability is ubiquitous in
these models, leading to a rich structure of Jordan cells. It was also pointed out that the
standard methods of integrability largely fail when applied to the model’s non-diagonalisable
sectors. This was then studied in more detail in a particularly simple setting, namely at
one-loop and with three scalars of equal chirality, in [2]. The resulting spin chain was
dubbed the eclectic spin chain in [1, 2], and an even simpler model, the hypereclectic spin
chain was proposed, but not solved. Interestingly, the latter appeared to possess an even
richer spectrum of Jordan decompositions as compared to the one in the generic eclectic
model. This phenomenon was called universality in [2].

The current work seamlessly continues [2], and proceeds to find the exact solution of
the hypereclectic model. Curiously, for the moment this does not use at all the model’s
integrability, but instead combines methods of linear algebra and combinatorics. As a
result we obtained an elegant generating function for the spectrum of Jordan blocks. It is
reminiscent of a partition function, since it can be obtained by computing a trace over the
state space

Z(q) = trqŜ′ , (1.5)

where Ŝ′ is a certain counting operator, which is diagonal in the canonical basis of tensor
product states of the spin chain, see end of section 4.2. It uniquely encodes in full generality
the sizes and multiplicities of the Hamiltonian’s Jordan block decomposition:

Z(q) =
∑
j

Nj [j]q = N1 q
0 +N2

(
q−

1
2 + q

1
2
)

+N3
(
q−1 + q0 + q1

)
+ . . . , (1.6)

where Nj is the number of Jordan blocks of length j, and [j]q is a q-analog of j, cf. (3.38).
It is easy to see that the {Nj} are indeed uniquely fixed once one knows Z(q). We also
derive formulas expressing Z(q) more explicitly than (1.5) in terms of q-binomial coefficients.
For example, for the case corresponding to the fishnet interaction Lagrangian (1.2), with
L−M fields φ1, M − 1 fields φ2, and a single, non-interacting third field φ3, we find for the
one-loop spectrum of Jordan blocks in the cyclic sector the (shifted) q-binomial coefficients

ZL,M (q) =
[
L− 1
M − 1

]
q

=
M−1∏
k=1

q
L−k

2 − q−
L−k

2

q
k
2 − q−

k
2

. (1.7)
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Interestingly, this result is also valid for the dynamical fishnet theory interaction La-
grangian (1.1) (for generic couplings) due to the phenomenon of universality already pointed
out in [2].

The paper is organised as follows. Section 2 recalls the definitions of the non-hermitian
chiral spin chain models at hand. The hypereclectic spin chain has a particularly simple
Hamiltonian, essentially describing chiral right-movers on a chain along with a number of
impenetrable non-movers, which we call walls. Section 3 derives the exact solution of this
model in the case of a single wall. The partition function method is introduced, and the
solution is expressed in terms of q-binomial coefficients. Section 4 generalises these findings
to an arbitrary number of walls. Section 5 analyses the generic three-parameter eclectic
model, and, for the case of a single wall, sketches a proof of the universality hypothesis.
Some remarks on the general case are made. We end with the short, concluding section 6,
where it is also pointed out that the most important open issue seems to be our current
inability to use integrability to analyse these integrable models. A few appendices A, B, C
give further technical details.

2 The (hyper)eclectic spin chain

In this section we collect basic facts about the models under consideration.

2.1 Hamiltonian

We consider local single-trace operators in the holomorphic 3-scalar sector of the theory (1.1)

Oj1,j2,...,jL(x) = tr (φj1φj2 · · ·φjL(x)) , ji ∈ {1, 2, 3}. (2.1)

In N = 4 SYM the one-loop dilatation operator in the analogous sector can be written as a
sum over permutation operators and enjoys an su(3) symmetry [24]. In the strongly twisted
theory (1.1) this symmetry is broken and the one-loop dilatation operator Hec :

(
C3)⊗L →(

C3)⊗L is a sum over chiral permutation operators [2]

Hec = H1 +H2 +H3 =
L∑
i=1

(
ξ1Hi,i+1

1 + ξ2Hi,i+1
2 + ξ3Hi,i+1

3

)
. (2.2)

The chiral permutation operators Hi : C3 ⊗ C3 → C3 ⊗ C3 act as follows:

H1 |32〉 = |23〉 , H2 |13〉 = |31〉 , H3 |21〉 = |12〉 , (2.3)

and annihilate all other states. Periodic boundary conditions are implemented HL,L+1
i ≡HL,1i .

We have simplified the notation for the states of the spin chain by

|φj1φj2 · · ·φjL〉 → |j1j2 · · · jL〉 . (2.4)

Therefore the Hamiltonian (2.2) scans a state for neighboring fields in chiral order |32〉 , |13〉,
or |21〉, and swaps them to anti-chiral order |23〉 , |31〉, and |12〉 respectively. E.g. we have

Hec |321〉 = ξ1 |231〉+ ξ3 |312〉+ ξ2 |123〉 , (2.5)
Hec |123〉 = 0.
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Setting ξ1 = ξ2 = 0, ξ3 ≡ ξ we recover the hypereclectic model

H3 = ξ
L∑
i=1
Hi,i+1

3 . (2.6)

The Hamiltonians (2.2) and (2.6) are block diagonal with respect to sectors of fixed numbers
K of φ3 fields, M −K of φ2 fields, and L −M of φ1 fields. We define V L,M,K to be the
vector subspace of

(
C3)⊗L corresponding to these numbers of fields. Clearly we have

dim V L,M,K = L!
(L−M)!(M −K)!K! . (2.7)

H3 corresponds to the one-loop dilatation operator in the fishnet theory, where we consider
K non-dynamical insertions φ3, which act as walls. For K = 0 this operator, although
non-Hermitian, is diagonalisable via a coordinate Bethe ansatz [1]. It corresponds essentially
to a chiral version of the XY-model [25].

2.2 Translation operator and cyclicity classes

We can further reduce the state space by considering the translation invariance of these
Hamiltonians. Each Hi commutes with the translation operator U

[Hi, U ] = 0, i = 1, 2, 3, (2.8)

where U generates a shift along the chain

U |j1j2 · · · jL−1jL〉 = |jLj1j2 · · · jL−1〉 . (2.9)

This further implies [Hec, U ] = 0. Therefore we can choose to work in a basis where U is
diagonal. U has L distinct eigenvalues given by the Lth roots of unity

ωkL = e2πik/L, k = 0, 1, . . . , L− 1. (2.10)

The U -eigenstates in V L,M,K with eigenvalue ωkL are said to be in the kth cyclicity class
V L,M,K
k . The k = 0 cyclicity class V L,M,K

k=0 is known as the cyclic sector. The states in the
kth cyclicity class are easily generated by acting repeatedly on a reference elementary state1

with ω−kL U . For example, given |123〉 ∈ V 3,2,1 we can form the cyclic state

|123〉+ U |123〉+ U2 |123〉 = |123〉+ |312〉+ |231〉 , (2.11)

and states with k = 1 or k = 2

|123〉+ ω−1
3 U |123〉+ ω−2

3 U2 |123〉 = |123〉+ e−2πi/3 |312〉+ e−4πi/3 |231〉 , (2.12)
|123〉+ ω−2

3 U |123〉+ ω−4
3 U2 |123〉 = |123〉+ e−4πi/3 |312〉+ e−8πi/3 |231〉 . (2.13)

For a given L,M,K counting the number of states in V L,M,K with a given cyclicity k requires
Pólya counting, see for example [26]. We denote the states in the kth cyclicity class by

|j1j2 · · · jL〉k ≡
L−1∑
l=0

(w−kU)l |j1j2 · · · jL〉 ≡ Ck |j1j2 · · · jL〉 , (2.14)

1We call single ket states |j1j2 . . . jL〉 elementary. In general states are linear combinations of these.
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where Ck is an (unnormalised) projector2 C2
k ∝ Ck onto the kth cyclicity class V L,M,K

k . For
the hypereclectic spin chain we find it more natural to consider a so-called static basis,
which we describe at the beginning of section 3.

2.3 Spectral problem

Given a Hermitian Hamiltonian H on an n-dimensional Hilbert space, it is well-known that
one can construct an orthonormal H-eigenbasis ψj , j = 1, 2, . . . , n, such that

Hψj = Ejψj j = 1, 2, . . . , n, (2.15)

where Ej ∈ C are the (possibly degenerate) eigenvalues of H.
For non-Hermitian Hamiltonians diagonalisability is not guaranteed, and indeed the

(hyper)eclectic Hamiltonian is nilpotent and therefore non-diagonalisable in sectors with
K > 0. In this case there is still an essentially unique3 form to which the matrix can
be brought, namely its Jordan normal form. Furthermore, it is exactly the structure of
the Jordan normal form which determines how the logarithms appear in the two-point
functions [21].

Let HL,M,K
ec be the eclectic Hamiltonian (2.2) restricted to V L,M,K . Then there exists

a set of generalised eigenstates ψmj

j , j = 1, . . . , N , mj = 1, . . . , lj , which satisfy

HL,M,K
ec ψkj = ψk−1

j , HL,M,K
ec ψ1

j = 0. (2.16)

We then say there are N Jordan blocks labelled by j, each of length lj . We call ψljj the top
state of the jth block. Each block has a true eigenstate ψ1

j of H with eigenvalue 0. In more
general situations each block has a generalised eigenvalue Ej associated to it. However, in
our case we have Ej = 0 for each j since HL,M,K

ec is nilpotent. On a Jordan block of length
l, HL,M,K

ec acts as the l × l matrix

Jl =



0 1 0
0 1

0 . . .
. . . 1

0 0


. (2.17)

For the rest of this paper our goal will be to determine the Jordan block spectrum of Hec as
a function of the sector labels L,M,K. This means finding the length and multiplicities of
each of the blocks. For example, consider the sector L = 5,M = 3,K = 1, which contains
30 total states. For generic values4 of the couplings ξi there are 5 Jordan blocks of length 5,
and 5 Jordan blocks of length 1. We denote this as

JNF531 = (55, 15). (2.18)
2Note that this projection may also result in a zero vector.
3Up to the ordering of the Jordan blocks.
4Interestingly, the couplings can be tuned to give a finer Jordan block decomposition, see appendix C.
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3 Hypereclectic with one wall

In this section we describe a method to determine the full Jordan block spectrum for the
hypereclectic spin chain in sectors where K = 1, i.e. there is a single, non-moving φ3 field,
which acts as a fixed wall. In these sectors the model is equivalent to a chiral XY spin
chain with open boundary conditions. The sizes and multiplicities of the Jordan blocks can
be read off very simply from a generating function ZL,M (q), and the states of the Jordan
blocks are determined by algorithmic methods. Throughout this section we denote the
hypereclectic Hamiltonian H3 ≡ H and set ξ = 1.

Since the φ3 field does not move under the action of H , we can further restrict to sectors
with a fixed position of φ3. We will restrict to static states of the form |j1j2 · · · jL−13〉,
where j1, j2, . . . , jL−1 ∈ {1, 2}. We will refer to the subspace of V L,M,1 spanned by states
of this form as WL,M . We can access states where φ3 is in a different position by acting
with the translation operator U , so that the Hilbert space decomposes

V L,M,1 =
L−1⊕
j=0

U jWL,M . (3.1)

3.1 Warmup examples

General L, M = 2, K = 1. The simplest situation is when M = 2 and K = 1. This
means there are a single φ3 field, a single φ2 field, and L− 2 φ1 fields. A natural basis for
WL,2 is given by L− 1 states

|211 · · · 113〉 , |121 · · · 113〉 , . . . , |111 · · · 123〉 . (3.2)

In this sector the states clearly form a single Jordan block of length L− 1, as can be seen
by acting with H repeatedly on |211 · · · 113〉

|211 · · · 113〉 H−→ |121 · · · 113〉 H−→ · · · H−→ |111 · · · 123〉 H−→ 0. (3.3)

We will refer to any state of the form
∣∣∣2M−K1L−M3K

〉
as anti-locked, and

∣∣∣1L−M2M−K3K
〉

as locked. Similarly for the spaces U jWL,M , j = 1, . . . , L− 1 there is a single Jordan block
of length L− 1. Therefore for M = 2 and K = 1 we have

JNFL,2,1 = (L− 1)L, (3.4)

meaning there are L blocks of length L− 1.

L = 7, M = 3, K = 1. The situation becomes more intricate with increasing M , which
we illustrate with the example L = 7,M = 3,K = 1. In this sector there are 4 φ1 fields, 2 φ2
fields, and a single φ3 field. In W 7,3 there are 15 states. We use the important observation
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that the anti-locked state is always a top state for the longest Jordan block

|2211113〉 H0 (3.5)
→ |2121113〉 H1

→ |2112113〉+ |1221113〉 H2

→ |2111213〉+ 2 |1212113〉 H3

→ |2111123〉+ 3 |1211213〉+ 2 |1122113〉 H4

→ 4 |1211123〉+ 5 |1121213〉 H5

→ 5 |1112213〉+ 9 |1121123〉 H6

→ 14 |1112123〉 H7

→ 14 |1111223〉 H8

→ 0, H9

so we have identified a Jordan block of length 9, whose eigenstate is proportional to the
locked state |1111223〉. However since there are 15 states in the sector there must be
additional Jordan blocks.

We note that each of the 15 elementary states appear in the tower of states (3.5). We
classify these 15 states by where in this state tower they appear, by defining the level S of a
state. We give the anti-locked state |2211113〉 S = 8 and the locked state |1111223〉 S = 0.
In general, if an elementary state appears in the row Hk of (3.5), we give it S = 8− k. One
notices that the S-value for a state is the total number of 1’s to the right of each of the 2’s.
Defining W 7,3

S to be the vector subspace of W 7,3 spanned by states with level S, we get

W 7,3 =
8⊕

S=0
W 7,3
S , (3.6)

and it is clear that
H : W 7,3

S →W 7,3
S−1, HW 7,3

0 = 0. (3.7)
In light of this, the next natural place to look for a top state of a Jordan block is in W 7,3

6 .
This is because a single state from each W 7,3

S is already contained in the largest Jordan
block, and W 7,3

6 is the space with largest S with dimension larger than 1. We thus deduce
that the top state for the next Jordan block must be of the form

α |2112113〉+ β |1221113〉 ∈W 7,3
6 , (3.8)

where α 6= β as we want the state to be linearly independent from the corresponding state
in the length 9 block. We act repeatedly on this state with H until there is a possible choice
for α and β which makes the state vanish

α |1221113〉+ β |2112113〉
→ β |2111213〉+ (α+ β) |1212113〉
→ β |2111123〉+ (α+ 2β) |1211213〉+ (α+ β) |1122113〉
→ (α+ 3β) |1211123〉+ (2α+ 3β) |1121213〉
→ (2α+ 3β) |1112213〉+ (3α+ 6β) |1121123〉
→ (5α+ 9β) |1112123〉 .

– 8 –
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We see that this yields a zero vector if 5α+ 9β = 0, for example α = −9, β = 5. Therefore
this chain of states determines a Jordan block of length 5, with top state 5 |2112113〉 −
9 |1221113〉 ∈W 7,3

6 and eigenstate −3 |1112213〉+ 3 |1121123〉 ∈W 7,3
8−6 = W 7,3

2 .
There must be a single Jordan block of length 1 remaining, and by state counting this

must be contained in W 7,3
4 , since this is the only space with dimension greater than 2. We

make the ansatz for the top state

α′ |2111123〉+ β′ |1211213〉+ γ′ |1122113〉 ∈W 7,3
4 . (3.9)

This is easily checked to be an eigenstate of H for α′ = −β′ = γ′ = 1 and thus determines a
Jordan block of length 1. The story is identical for the remaining spaces U jW 7,3, j = 1, . . . , 6,
so the overall Jordan normal form for L = 7,M = 3,K = 1 is

JNF7,3,1 = (97, 57, 17). (3.10)

Let us step back and look at the state tower (3.5), from which we can see the dimensions

dimW 7,3
S , S = 0, 1, . . . , 8 (3.11)

by counting the number of elementary states in each row. We note that these dimensions
form a diamond, in that they start from 1 at S = 8, increase to a maximum of 3 at S = 4,
and decrease symmetrically to 1 at S = 0. We encode these dimensions in a generating
function

Z̄7,3(q) =
8∑

S=0
dimW 7,3

S qS = 1 + q + 2q2 + 2q3 + 3q4 + 2q5 + 2q6 + q7 + q8. (3.12)

Because of this diamond structure it is actually possible to deduce the Jordan block structure
in W 7,3 from the generating function, a purely combinatorial object, up to some possible
subtleties described in the next section. Given the generating function (3.12) we identify
the Jordan block of length 9 by the degree of the polynomial plus 1. We then subtract
1 + q + q2 + · · ·+ q8 to represent the fact that there is one state at each level in this largest
block. We then normalise the resulting polynomial to have lowest power q0, and repeat the
procedure:

1 + q + 2q2 + 2q3 + 3q4 + 2q5 + 2q6 + q7 + q8 (3.13)
→ 1 + q + 2q2 + q3 + q4

→ 1,

from which we deduce the Jordan block spectrum (9, 5, 1). Therefore in the next section
it will be our goal to generalise the arguments of this section and compute the generating
function Z̄L,M (q) for arbitrary L,M .

3.2 Generating function

For general L,M we similarly grade the vector space in the static sector by the action of H

WL,M =
Smax⊕
S=0

WL,M
S , (3.14)

H : WL,M
S →WL,M

S−1 , HWL,M
0 = 0. (3.15)

– 9 –
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We have in general Smax = L1M1, where L1 ≡ L −M is the number of 1’s in the sector
and M1 ≡M − 1 is the number of 2’s. The anti-locked state is

∣∣∣2M11L13
〉
∈WL,M

Smax
and the

locked state is
∣∣∣1L12M13

〉
∈WL,M

0 . In general an elementary state takes the form

|n1, n2, . . . , nM1〉 ≡ | 1 · · · 1︸ ︷︷ ︸
n0

2 1 · · · 1︸ ︷︷ ︸
n1

2 1 · · · 1︸ ︷︷ ︸
n2

· · ·2 1 · · · 1︸ ︷︷ ︸
nM1

3〉, (3.16)

where nj is the number of 1’s between the jth and (j + 1)th 2. Clearly they should satisfy

M1∑
j=0

nj = L−M = L1. (3.17)

In this notation we can define the level S for such a state which counts the number of
1’s on the right hand side of each of the 2’s. Explicitly the state |n1, n2, . . . , nM1〉 defined
in (3.16) has

S =
M1∑
j=1

jnj . (3.18)

As before we define WL,M
S to be spanned by elementary states with this level S. The

Hamiltonian acts on (3.16) as

H : |n1, n2, . . . , nM1〉 →
M1∑
j=1
|n1, n2, . . . , nj−1 + 1, nj − 1, . . . , nM1〉 . (3.19)

(3.18) and (3.19) make it clear that H decreases S to S − 1.
We now consider the problem of determining the dimensions of the spaces WL,M

S . We
would like to determine a generating function

Z̄L,M (q) =
Smax∑
S=0

dimWL,M
S qS . (3.20)

These dimensions dimWL,M
S are given by the number of partitions of the integer S into at

most M1 parts, each less than or equal to L1. Expressing (3.18) as

S = (n1 + n2 + · · ·+ nM1) + (n2 + · · ·+ nM1) + · · ·+ nM1 (3.21)

one can notice that there is one-to-one correpondence between an elementary vector in (3.16)
and such a restricted partition of S in (3.21). For example, consider the case of the previous
section, L = 7,M = 3,K = 1. There were 3 elementary states in W 7,3

4 :

|2111123〉 , (n1 + n2, n2) = (4, 0), (3.22)
|1211213〉 , (n1 + n2, n2) = (3, 1),
|1122113〉 , (n1 + n2, n2) = (2, 2).

These correspond to the partitions of the integer 4 into at most M1 = 2 parts, where each
part is less than or equal to L1 = 4. There are 3 such partitions 4 = 4 = 3 + 1 = 2 + 2.
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Such restricted partitions described above can be generated by Gaussian (or q-) binomial
coefficients [27]

Z̄L,M (q) =
Smax∑
S=0

dimWL,M
S qS =

(
L− 1
M − 1

)
q

=
M−1∏
k=1

1− qL−k
1− qk , (3.23)

which is always a polynomial in q. Note that if we send q → 1, the q-binomial reduces to
the ordinary binomial coefficient and we have

Smax∑
S=0

dimWL,M
S =

(
L− 1
M − 1

)
= dimWL,M , (3.24)

as expected because of (3.14). (3.23) generates a list of dimensions5 dS ≡ dimWL,M
S

(dSmax ,dSmax−1, . . . ,d1,d0) with d0 = dSmax = 1. (3.25)

Furthermore, from a property of the q-binomial coefficient, the dimensions are increasing
from the left to the right until the midpoint, and decreasing after that, because of the
symmetry

dS = dS̃ , S̃ ≡ Smax − S. (3.26)

For the space WL,M
Smax

, there is only one elementary state ψ0 ≡
∣∣∣2M11L13

〉
, the anti-locked

state. By successive action of H, a Jordan string of states is generated

ψ0
H−→ Hψ0

H−→ H2ψ0
H−→ · · · H−→ HSmaxψ0

H−→ 0. (3.27)

Therefore, this generates a Jordan block of size Smax + 1, the largest one.
It turns out that the next dimension dSmax−1 in (3.25) is also one, as can be computed

from (3.23). This means WL,M
Smax−1 is spanned by Hψ0, the first descendant of the anti-locked

state in (3.27). Therefore there is no other independent vector in WL,M
Smax−1 which can

generate a new Jordan string.
The top state of the second Jordan block arises at the first level S = S1 below Smax

whose dimension is bigger than 1. We can form dS1 − 1 linearly independent potential top
states in WL,M

S1
, which are linearly independent from the H-descendant of the anti-locked

state. We denote these states by ψ(S1)
j (j = 1, . . . ,dS1 − 1), and make the ansatz

ψ
(S1)
j =

dS1∑
i=1

α
(i)
j e

(S1)
i , (3.28)

where e(S1)
i are the elementary states in WL,M

S1
. α(i)

j are constants which are determined by
the condition that each ψ(S1)

j constitutes a top state for a new Jordan block. Each of these
states generates a Jordan string

ψ
(S1)
j

H−→ Hψ
(S1)
j

H−→ H2ψ
(S1)
j · · · H−→ HS1−S̃1ψ

(S1)
j

H−→ 0, j = 1, . . . ,dS1 − 1. (3.29)
5dS = dS(L1, M1), we suppress the L1, M1 dependence for now.
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The condition HS1−S̃1ψ
(S1)
j

H−→ 0 leads to a linear system of equations for the α(i)
j which

can be solved to determine the dS1 − 1 new top states. These new Jordan blocks each have
size S1 − S̃1 + 1. The only possible subtlety is the potential for an ‘unexpected shortening’
of the Jordan block, that is the possibility for the equation Hkψ

(S1)
j = 0 to admit a solution

in the α(i)
j for some k < S1− S̃1 + 1. While we have not yet been able to rigorously disprove

shortening in full generality, we have verified for a large number values of L and M that it
does not happen. We were able to perform these extensive tests thanks to a mathematically
more succinct reformulation of the problem, see appendix A for details. We will assume
that shortening cannot occur for the remainder of this paper.

The third set of Jordan blocks occurs at a level S2, which is the largest integer satisfying
dS2 > dS1 . Then, as before, we can form dS2 − dS1 linearly independent potential top
states which are linearly independent from H-descendants of the previous vectors, ψ0 and
ψ

(S1)
j . We make a similar ansatz for these potential top states

ψ
(S2)
j =

dS2∑
i=1

β
(i)
j e

(S2)
i , (3.30)

where β(i)
j are constants. These states create new Jordan strings

ψ
(S2)
j

H−→Hψ
(S2)
j

H−→H2ψ
(S2)
j · · · H−→HS2−S̃2ψ

(S2)
j

H−→ 0, j= 1, . . . ,dS2−dS1 , (3.31)

and the final condition HS2−S̃2ψ
(S2)
j

H−→ 0 is solved to determine the constants β(i)
j . This

leads to dS2 −dS1 Jordan blocks of size S2 − S̃2 + 1. This procedure can be continued until
it reaches the maximum value of the dimension dS which occurs at S = [Smax/2].

We note that for a given L,M , the dimensions dS are sufficient to determine the
sizes and multiplicities of the Jordan blocks. For example, for L = 9,M = 5 we compute
using (3.23)

Z̄9,5(q) = 1 + q + 2q2 + 3q3 + 5q4 + 5q5 + 7q6 + 7q7 + 8q8 (3.32)
+ 7q9 + 7q10 + 5q11 + 5q12 + 3q13 + 2q14 + q15 + q16,

from which we can identify the Jordan normal form of H in W 9,5 to be (17, 13, 11, 92, 52, 1)
using the same procedure6 as (3.13). We can exhaust the Hilbert space by application of
U j , j = 1, . . . , 8, so that overall we have

JNF9,5,1 = (179, 139, 119, 918, 518, 19). (3.33)

For higher K, see the next section 4, we find it necessary to work with a slightly modified
generating function for the dimensions of WL,M

S that is symmetric under q → q−1:

ZL,M (q) = q−Smax/2Z̄L,M (q) ≡
[
L− 1
M − 1

]
q

. (3.34)

6With some practice one can easily and quickly ‘read off’ the Jordan normal form from the generating
function by visual inspection, i.e. this does not involve any calculations, just a bit of bookkeeping.
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For example, (3.12) and (3.32) are modified to

Z7,3(q) = q−4 + q−3 + 2q−2 + 2q−1 + 3 + 2q + 2q2 + q3 + q4, (3.35)

Z9,5(q) = q−8 + q−7 + 2q−6 + 3q−5 + 5q−4 + 5q−3 + 7q−2 + 7q−1 + 8 (3.36)
+ 7q + 7q2 + 5q3 + 5q4 + 3q5 + 2q6 + q7 + q8.

The modified function also provides an elegant way to determine the sizes and multiplicities
of the Jordan blocks in a sector uniquely. We have

ZL,M (q) =
∑
j

Nj [j]q = N1 q
0 +N2

(
q−

1
2 + q

1
2
)

+N3
(
q−1 + q0 + q1

)
+ . . . , (3.37)

where Nj is the number of Jordan blocks of length j. [j]q is a modified q-number

[j]q = qj/2 − q−j/2

q1/2 − q−1/2 =
j−1

2∑
k=−j+1

2

qk. (3.38)

For example Z7,3(q) and Z9,5(q) can also be written

Z7,3(q) = [1]q + [5]q + [9]q, (3.39)
Z9,5(q) = [1]q + 2[5]q + 2[9]q + [11]q + [13]q + [17]q, (3.40)

reflecting the Jordan block structures (9, 5, 1) and (17, 13, 11, 92, 52, 1) respectively. A
generating function which generates the Jordan block spectrum of all of V L,M,1 can be
obtained as a trace over the Hilbert space

ZL,M (q) = trqŜ−Smax/2 = L

[
L− 1
M − 1

]
q

, (3.41)

where Ŝ acts on elementary states with well-defined values of S

Ŝ |S〉 = S |S〉 , (3.42)

and is extended by linearity.

Cyclicity classes. We note that instead of considering states in U jWL,M where the φ3
field is in a fixed position, we could have considered states in any cyclicity class k. If
we replaced the states |j1j2 · · · jL−13〉 → Ck |j1j2 · · · jL−13〉 for any k = 0, 1, . . . , L − 1 the
arguments of this section are unchanged because [H, Ck] = 0, where Ck is the unnormalised
projector defined in (2.14). Therefore the Jordan normal form of H is the same in WL,M

and V L,M,1
k for any k.

4 General hypereclectic

Here we discuss the extension of the previous section to sectors with many walls, i.e. K > 1.
The main observation is that K > 1 states behave essentially like a tensor product of K
states with K = 1. Any elementary state v ∈ V L,M,K ending in a 3 can be written

v = v1 ⊗ v2 ⊗ · · · ⊗ vK , (4.1)
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where vi ∈W `i+mi+1,mi+1 are elementary states themselves. We defined WL,M above (3.1).
`i denotes the number of 1’s in vi and mi denotes the number of 2’s. The hypereclectic
Hamiltonian H acts on states of the form (4.1) as

Hv = Hv1 ⊗ v2 ⊗ · · · ⊗ vK + v1 ⊗Hv2 ⊗ · · · ⊗ vK + · · ·+ v1 ⊗ v2 ⊗ · · · ⊗HvK . (4.2)

We define ` ≡ (`1, . . . , `K) and m ≡ (m1, . . . ,mK), which should satisfy

K∑
i=1

`i = L−M = L1,
K∑
i=1

mi = M −K = M1. (4.3)

We will denote the spaces ⊗K
i=1W

`i+mi+1,mi+1 as subsectors, and picking the vectors `,m

corresponds to a choice of subsector. We consider subsectors (`,m) satisfying (4.3) which
are unique up to application of the translation operator U j . In practise this means we
identify (`,m) ∼ (`′,m′) if `, `′ and m,m′ are related by the same cyclic permutation σn

(`,m) ∼ (`′,m′) ←→ (`′,m′) = (σn`, σnm), (4.4)
σ(`1, `2, . . . , `K)≡ (`2, . . . , `K , `1). (4.5)

In this way we can describe all the states in V L,M,K using the translation operator U .
Overall we have

V L,M,K =
⊕

(`,m)/∼

L/Sl,m⊕
j=1

U j
K⊗
i=1

W `i+mi+1,mi+1, (4.6)

where we introduced the symmetry factor for a subsector Sl,m. The symmetry factor reflects
the fact that some subsectors are especially symmetric with respect to cyclicity. This occurs
when there is an n < K such that

(σn`, σnm) = (`,m), (4.7)

where σ is the cyclic permutation defined in (4.5). In this case we give the subsector
a symmetry factor S`,m = K/n. For example, let L = 14,M = 8,K = 4 and take
the subsector ` = (2, 1, 2, 1),m = (1, 1, 1, 1). We have σ2` = ` and σ2m = m and so
S`,m = 4/2 = 2 in this case.

4.1 Warmup examples

L = 7, M = 4, K = 2. We begin with the simple example L = 7,M = 4,K = 2. In this
sector there are three φ1 fields, two φ2 fields, two φ3 fields and 7!

3!2!2! = 210 total states. In
table 1 we show the 6 inequivalent choices of (`,m), which corresponds to the 6 ways to
decompose the states into K = 1 states, on which H acts block diagonally.

All subsectors except for 4 behave trivially as a single K = 1 sector under the action
of H. Their Jordan normal forms were determined in the previous section and are listed
in the table. We look at states of the form 4 in a bit more detail. These states have the
form of an L = 4,M = 2,K = 1 state and an L = 3,M = 2,K = 1 state glued together,
which have Jordan blocks of size 3 and 2 respectively. The natural ‘anti-locked’ state comes

– 14 –



J
H
E
P
0
3
(
2
0
2
2
)
0
2
8

Form of state Number of states `,m JNF
1 |111223〉 ⊗ |3〉 10× 1 = 10 (3, 0), (2, 0) 7⊕ 3
2 |11123〉 ⊗ |23〉 4× 1 = 4 (3, 0), (1, 1) 4
3 |11223〉 ⊗ |13〉 6× 1 = 6 (2, 1), (2, 0) 5⊕ 1
4 |1123〉 ⊗ |123〉 3× 2 = 6 (2, 1), (1, 1) 3⊗ 2
5 |1223〉 ⊗ |113〉 3× 1 = 3 (1, 2), (2, 0) 3
6 |1113〉 ⊗ |223〉 1× 1 = 1 (3, 0), (0, 2) 1

Table 1. Decomposition of L = 7,M = 4,K = 2 states into K = 1 states. The 3’s should be
regarded as fixed, whereas the 1’s and 2’s can be permuted within their ket.

from gluing together the anti-locked states of the respective K = 1 parts |2113213〉. We act
successively on this state with H

|2113213〉 → |1213213〉+ |2113123〉 (4.8)
→ |1123213〉+ 2 |1213123〉 → 3 |1123123〉 → 0,

which is a Jordan block of length 4. There is a further Jordan block of length 2 obtained
by making the ansatz for a new top state

γ1 |1213213〉+ γ2 |2113123〉 , (4.9)

and similarly to the last section this gives a Jordan block of length 2 for γ1 = −1, γ2 = 2.
Thus the Jordan decomposition of the subsector 4 is (4, 2). Since the Jordan decompositions
of the K = 1 sectors are (3) and (2) respectively, we denote this as 3⊗ 2 = 4⊕ 2.

At the level of generating functions, we can deduce the Jordan normal form of the
‘tensor product’ sectors by multiplying the generating functions of the corresponding K = 1
sectors. For example, for the subsector 4 we have

Z4
7,4,2(q) = Z4,2(q)Z3,2(q) = (q−1 + 1 + q)(q−1/2 + q1/2) (4.10)

= q−3/2 + 2q−1/2 + 2q1/2 + q3/2,

from which the Jordan normal form (4, 2) can be easily deduced using (3.37). To obtain the
full generating function for each of the subsectors in L = 7,M = 4,K = 2 we can simply
add the generating functions for each of the subsectors 1,2, . . . ,6

Z7,4,2(q) =
6∑

i=1
Zi

7,4,2(q)

= q−3+2q−2+2q−3/2+4q−1+3q−1/2+6+3q1/2+4q+2q3/2+2q2+q3. (4.11)

Using (3.37) leads to the following Jordan normal form:

JNF7,4,2 = (7, 5, 42, 32, 2, 12). (4.12)
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Form of state Number of states `,m Jordan decomposition
1 |1111223〉 ⊗ |3〉 15× 1 = 15 (4, 0), (2, 0) 9⊕ 5⊕ 1
2 |111223〉 ⊗ |13〉 10× 1 = 10 (3, 1), (2, 0) 7⊕ 3
3 |111123〉 ⊗ |23〉 5× 1 = 5 (4, 0), (1, 1) 5
4 |11123〉 ⊗ |123〉 4× 2 = 8 (3, 1), (1, 1) 4⊗ 2 = 5⊕ 3
5 |11223〉 ⊗ |113〉 6× 1 = 6 (2, 2), (2, 0) 7⊕ 3
6 |11113〉 ⊗ |223〉 1× 1 = 1 (4, 0), (0, 2) 5
7 |1123〉 ⊗ |1123〉 3× 3 = 9 (2, 2), (1, 1) 3⊗ 3 = 5⊕ 3⊕ 1
8 |1223〉 ⊗ |1113〉 3× 1 = 3 (1, 3), (2, 0) 3

Table 2. Decomposition of L = 8,M = 4,K = 2 states into K = 1 states.

In this sector there are no subtleties with cyclicity and the rest of the Hilbert space can be
exhausted by application of the translation operator U j , j = 1, . . . , 6. For each j we have
the same argument as before, so the full Jordan block structure can be obtained as seven
copies of (4.12)

JNFtot
7,4,2 = (77, 57, 414, 314, 27, 114). (4.13)

At the level of the generating function this can be obtained by multiplying (4.11) by L = 7.
However, there are cases where cyclic symmetry leads to some subtleties, as we discuss next.

L = 8, M = 4, K = 2. Let us consider the case of L = 8,M = 4,K = 2. There are
8!

4!4!2! = 420 states in this sector. Therein one finds an (`,m) subsector that is symmetric
with respect to cyclicity. In table 2 we break the states into K = 1 states as in the previous
section, where we replaced 4⊗2 = 5⊕3 and 3⊗3 = 5⊕3⊕1 by multiplying the appropriate
K = 1 generating functions and naively extracting the resulting Jordan block structures
using (3.37). We see that 7 is the subsector where the issues with cyclicity emerge. For the
other subsectors we can exhaust the rest of the state space by acting with U j , j = 1, . . . , 7.
However for subsector 7 applying the translation U4 maps the states to a state in the same
subsector, which reflects the fact this subsector has a symmetry factor S`,m = 2. Therefore
acting with U j , j = 0, 1, . . . , 7 leads to a double counting by a factor of 2. We can realise
this at the level of an overall generating function for the L = 8,M = 4,K = 2 sector by
multiplying by 1/S`,m = 1/2 for the subsector 7

Z8,4,2(q) = 8
(
Z1

8,4,2 + Z2
8,4,2 + Z3

8,4,2 + Z4
8,4,2 + Z5

8,4,2 + Z6
8,4,2 + 1

2Z
7
8,4,2 + Z8

8,4,2

)
. (4.14)

We compute (4.14) to be

Z8,4,2(q) = 8q−4 + 16q−3 + 52q−2 + 80q−1 + 80q + 52q2 + 16q3 + 8q4. (4.15)

Using (3.37) we identify the Jordan normal form to be

JNFtot
8,4,2 = (98, 78, 536, 328, 128). (4.16)

– 16 –



J
H
E
P
0
3
(
2
0
2
2
)
0
2
8

4.2 General L, M, K

Here we generalise the observations of the previous subsections to arbitrary L,M,K sectors.
Given an L,M,K sector we consider a subsector⊗K

i=1W
`i+mi+1,mi+1 defined by the vectors

`,m. The anti-locked state takes the form

Ω = |(2 · · · 21 · · · 1)13(2 · · · 21 · · · 1)23 · · · (2 · · · 21 · · · 1)K3〉 , (4.17)

where (`j ,mj) are the numbers of 1’s and 2’s in the jth bracket. Recall that we have

K∑
j=1

`j = L1 = L−M,
K∑
j=1

mj = M1 = M −K. (4.18)

As for K = 1, we can grade the vector space by the action of H

K⊗
i=1

W `i+mi+1,mi+1 =
Smax⊕
S=0

W `,m
S , (4.19)

where W `,m
Smax

is spanned by the anti-locked state and H lowers the level S → S − 1. By
acting successively with H on Ω, we will arrive at the locked state

|(1 · · · 12 · · · 2)13(1 · · · 12 · · · 2)23 · · · (1 · · · 12 · · · 2)K3〉. (4.20)

There will be many different configurations in the middle with lower values of S. For the
anti-locked state we have

S = Smax = ` ·m =
K∑
j=1

`jmj , (4.21)

and so the size of the largest Jordan block in each subsector is Smax + 1. If we define the
number of actions of H on the jth bracket as nj , a general state has a level

S=
K∑
j=1

sj =Smax−N, sj = `jmj−nj , N =
K∑
j=1

nj , with 0≤nj ≤ `jmj . (4.22)

The anti-locked state has S=Smax (or N = 0) and the locked state has S= 0 (or N =Smax).
Now consider states obtained by acting with H N -times on the anti-locked state,

HNΩ =
`1m1∑
n1=0
· · ·

`KmK∑
nK=0

|Hn1(2 · · ·21 · · ·1)3Hn2(2 · · ·21 · · ·1)3 · · ·HnK (2 · · ·21 · · ·1)3〉 . (4.23)

The number of elementary states generated by eachHnj (2 · · · 21 · · · 1) was found in section 3.2
to be dljmj−nj

(`j ,mj), which appeared as a coefficient of the q-binomial
(`j+mj

mj

)
q
as defined

in (3.23). Therefore we can compute the number of elementary states at each level S to be

D`,m
Smax−N ≡ dimW `,m

Smax−N =
`1m1∑
n1=0

· · ·
`KmK∑
nK=0

K∏
j=1

dljmj−nj
(`j ,mj), with

K∑
j=1

nj = N.

(4.24)
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This can be recast into a generating function

Z̄`,m(q) =
Smax∑
N=0

D`,m
Smax−N q

N =
Smax∑
N=0

`1m1∑
n1=0

· · ·
`KmK∑
nK=0

δ
N,
∑K

i=1 ni

K∏
j=1

dljmj−nj
(`j ,mj)

 qN
=

`1m1∑
n1=0

· · ·
`KmK∑
nK=0

K∏
j=1

[
dljmj−nj

(`j ,mj)qnj

]
=

K∏
j=1

[mj∏
k=1

1− q`j+mj+1−k

1− qk

]
, (4.25)

using the expression for K = 1 in (3.23). This may be expressed through q-binomials as

Z̄`,m(q) =
K∏
j=1

(
lj +mj

mj

)
q

. (4.26)

It proves that the generating function for an `,m is simply a product of the corresponding
K = 1 generating functions. For example, if we take L = 13,M = 7,K = 3 and consider
the subsector ` = (3, 2, 1),m = (2, 1, 1) we find

Z̄`,m(q) =
(

5
2

)
q

(
3
1

)
q

(
2
1

)
q

=
9∑

N=0
Dl,m

9−Nq
N (4.27)

= 1 + 3q + 6q2 + 9q3 + 11q4 + 11q5 + 9q6 + 6q7 + 3q8 + q9.

Analagously to the K = 1 case, we can use (3.13) to determine the Jordan block spectrum
in this subsector

JNF`,m
13,7,3 = (22, 43, 63, 82, 10). (4.28)

Since the states belonging to a given partition `,m of (L1,M1) are not mixed with those in
a different partition, the total Jordan block spectrum is just direct sum of all the spectrum
sets. One can sum over all inequivalent partitions formally. For this purpose, it is necessary
to use the modified q-binomial coefficients defined in (3.34)

Z`,m(q) =
K∏
j=1

[
`j +mj

mj

]
q

=
K∏
j=1

q−`jmj/2
(
lj +mj

mj

)
q

. (4.29)

For each `,m subsector we can exhaust the rest of the state space by acting with the
translation operator U j , j = 1, . . . , L− 1. The arguments of this section do not change in
these cases, and so the overall generating function for a subsector can be obtained by simply
multiplying it by L. The only exception is `,m subsectors which have a symmetry factor
S`,m 6= 1. Adjusting for this possibility, we can define the generating function for a whole
L,M,K sector as a sum over inequivalent partitions

ZL,M,K(q) =
∑

(`,m)/∼

L

S`,m
Z`,m(q). (4.30)

This total generating function gives the complete Jordan block spectrum, as in (3.37):

ZL,M,K(q) =
∑
j

Nj [j]q = N1 q
0 +N2

(
q−

1
2 + q

1
2
)

+N3
(
q−1 + q0 + q1

)
+ . . . . (4.31)
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As for the K = 1 case, ZL,M,K(q) can alternatively be computed as a trace over the entire
Hilbert space

ZL,M,K(q) = trqŜ−Ŝmax/2, (4.32)

where Ŝ measures the level S of an elementary state and Ŝmax measures Smax = ` ·m of
a state in an `,m subsector. Both operators are extended to the full Hilbert space by
linearity. We can define Ŝ′ ≡ Ŝ − Ŝmax/2 for brevity.

Cyclicity classes. The expression (4.32), which can also be expressed as (4.30), gives a
generating function that describes the Jordan block spectrum of the hypereclectic model in
an arbitrary sector of operators defined by L,M,K. However, in certain circumstances it
might be useful to compute the Jordan block spectrum in a specific cyclicity class k, for
example the cyclic sector k = 0 relevant to quantum field theory. In this case, remarkably
the formula (4.32) still applies

ZkL,M,K(q) = trk qŜ
′
, (4.33)

where we take care to trace only over states of a fixed cyclicity k.

5 Eclectic spin chain and universality

In the previous sections we described a method to find the full Jordan block spectrum of
the hypereclectic model, as opposed to the eclectic model (2.2) which is our main interest.
However, we claim a universality hypothesis: the Jordan block spectrum of the eclectic
model for generic couplings ξ1, ξ2, ξ3 is identical to that of the hypereclectic model, provided
L,M,K satisfy

L1 = L−M ≥ K, M1 = M −K ≥ K. (5.1)

(5.1) implies that the number of φ3 fields in the sector does not exceed the number of φ1’s
or φ2’s. Without loss of generality we can further take

L−M ≥M −K ≥ K. (5.2)

Throughout this section we will consider (5.2) to be satisfied, otherwise we can simply
relabel the fields so that it is. It is possible to fine-tune the couplings to break down the
Jordan block structure in certain cyclicity classes, as discussed in appendix C. Since the
φ3 fields no longer act as walls it is useful to work with states of a fixed cyclicity k, see
section 2.2. For definiteness in the following examples we will restrict to the cyclic sector
k = 0, which in addition happens to be the case relevant to quantum field theory.

5.1 Eclectic spin chain and level S

Recall that for elementary states in K = 1 sectors we defined a level S, which corresponds
to the total number of 1’s to the right of each of the 2’s in a state. Here we work with
cyclic states

|j1j2 · · · jL−13〉0 ≡ C0 |j1j2 · · · jL−13〉 =
L−1∑
j=0

U j |j1j2 · · · jL−13〉 . (5.3)
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We define S in an analogous manner for states of the form (5.3). For example the state
|1211213〉0 has S = 4. Let us define VS to be the vector subspace of V L,M,1 spanned by
cyclic states with level S.7 We saw previously that the hypereclectic Hamiltonian maps
states in VS to VS−1

H3 : VS → VS−1, H3V0 = 0. (5.4)

Let us investigate the action of the full eclectic Hamiltonian Hec = H1 +H2 +H3 on the
vector spaces VS . We find that

H1 : VS → VS−L1 , H2 : VS → VS−M1 . (5.5)

Since L1 ≥ M1 ≥ 1 (5.5) implies that H1 and H2 decrease S for a state by a greater
than or equal amount to H3. This already makes plausible that they will not affect the
Jordan normal form of H3, since H2 and H1 will annihilate states faster than H3. For
example, consider the anti-locked state |221113〉0 ∈ V6 for L = 6,M = 3,K = 1, so that
L1 = 3,M1 = 2. Then

H1 |221113〉0 = |211123〉0 ∈ V3, (5.6)
H2 |221113〉0 = |122113〉0 ∈ V4,

H3 |221113〉0 = |212113〉0 ∈ V5.

5.2 Warmup example

Let us consider the eclectic model for L = 7,M = 3,K = 1. In the hypereclectic model
this sector has the Jordan block spectrum (9, 5, 1) in W 9,5. Here we show that the eclectic
model has the same Jordan block spectrum in the cyclic sector.

Top block. The anti-locked state in the cyclic sector |2211113〉0 ∈ V8 again determines a
Jordan block of length 9. The first descendant of the anti-locked state is

Hec |2211113〉0 = ξ1 |2111123〉0 + ξ2 |1221113〉0 + ξ3 |2121113〉0 . (5.7)

Note that the coefficients of ξ1, ξ2, and ξ3 are states with S = 4, 6, and 7 respectively, which
reflects equations (5.4) and (5.5). In general acting with a power of Hec on |2211113〉0 gives

Hn
ec |2211113〉0 = Hn

3 |2211113〉0 + lower S states. (5.8)

It is then easy to see that H9 |2211113〉0 = 0 and thus |2211113〉0 is the top state for a
Jordan block of length 9, as before.

Middle block. In the hypereclectic case the top state of the next Jordan block is

ψ(6) = −9 |1221113〉0 + 5 |2112113〉0 ∈ V6, (5.9)

which satisfies H5
3ψ

(6) = 0. Thus ψ(6) determines a Jordan block of length 5 for H3.
However, in this case things are a bit trickier in the eclectic model. We have

H5
ecψ

(6) = 15ξ2ξ
4
3 |1111223〉0 6= 0. (5.10)

7We suppress the L, M dependence of VS .
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It is however possible to modify the top state (5.9) by adding states of lower S, such that
the residual term (5.10) vanishes. In this case it is sufficient to add states with S = 5 to
ψ(6). Since dimV5 = 2 we can add 2 states, to arrive at a new top state

χ(6) = ψ(6) + γ1 |1212113〉0 + γ2 |2111213〉 . (5.11)

This state satisfies

H5
ecψ

(6) = (−15ξ2 + (5γ1 + 4γ2)ξ3)ξ4
3 |1111223〉0 , (5.12)

which is 0 for 5γ1 + 4γ2 = 15ξ2/ξ3. Note that this defines a one-parameter family of top
states. Therefore the eclectic model also has a Jordan block of length 5 in this sector, with
a slightly modified top state (5.11) which contains lower S = 5 states.

Bottom block. In the hypereclectic model the top state for the final Jordan block is

ψ(4) = |2111123〉0 − |1211213〉0 + |1122113〉0 ∈ V4, (5.13)

which satisfies H3ψ
(4) = 0 and thus determines a Jordan block of length 1. The action of

the eclectic Hamiltonian on this state gives a residual

Hecψ
(4) = −ξ1 |1111223〉0 − ξ2 |1112213〉0 − ξ2 |1121123〉0 6= 0, (5.14)

which consists of states with S = 0 and S = 2. As before we can eliminate this residual by
adding states of lower S to the top state (5.13). We first try to add states with S = 3, and
since dimV3 = 2 we add 2 states

χ(4) = ψ(4) + α1 |1121213〉0 + α2 |1211123〉0 . (5.15)

We check that for α1 = ξ2/ξ3, α2 = −2ξ2/ξ3 the S = 2 states in the residual (5.14) vanish

Hecχ
(4) = −ξ1 |1111223〉0 + ξ2

2
ξ3
|1112123〉0 , (5.16)

which is a new residual consisting of an S = 1 and an S = 0 state. These can be removed
by adding S = 2 states into the top state ansatz

χ̄(4) = χ(4) + β1 |1112213〉0 + β2 |1121123〉0 , (5.17)

and setting β1 = ξ1/ξ2, β2 = −ξ1/ξ2 − ξ2
2/ξ

2
3 . With these choices for αi and βi we have

Hecχ̄
(4) = 0, (5.18)

and so we have identified the Jordan block of length one in this sector of the eclectic
model. In summary, by taking a top state for the hypereclectic model at a level S, we can
manufacture a top state (of a Jordan block of the same length) for the eclectic model by
adding appropriate combinations of states with lower values of S. We will argue that it is
always possible to add these states of lower S, thus rendering the Jordan block spectra of
the hypereclectic and eclectic models equivalent.

– 21 –



J
H
E
P
0
3
(
2
0
2
2
)
0
2
8

5.3 General argument for K = 1

Here we sketch a proof of universality for K = 1, where the filling condition (5.1) is trivially
satisfied, if all three particles are present in the spin chain state. We find it useful to first
introduce the notion of supereclectic models. These are intermediate models between the
eclectic model Hec and the hypereclectic model H3, defined by setting only a single coupling
ξ1 or ξ2 equal to zero

Hsuper,i = Hi +H3, i = 1, 2. (5.19)

For both of these cases it is possible to prove rigorously that Hsuper,i has the same Jordan
normal form as H3 for generic couplings. The general strategy of the proof is reminiscent
of the example given in section 5.2. For the hypereclectic model, at a level S satisfying
dS > dS+1 we can construct dS − dS+1 top states

ψ(S) =
dS∑
j=1

α
(S)
j e

(S)
j , (5.20)

where α(S)
j are known coefficients and e(S)

j are the elementary states at level S. ψ(S) is the
top state for a Jordan block of length S − S̃ + 1

HS−S̃+1
3 ψ(S) = 0, (5.21)

where we recall S̃ = Smax − S = (L−M)(M − 1)− S. We show that it is always possible
to modify the state by adding a linear combination of states with lower S

ψ(S) → ψ
(S)
i = ψ(S) +

S−1∑
n=0

ϕ(n) (5.22)

where ϕ(n) ∈ Vn. The modified state is a top state for a Jordan block of the same length in
the supereclectic model Hsuper,i

HS−S̃+1
super,i ψ

(S)
i = 0, (5.23)

which renders the Jordan normal forms of Hsuper,i and H3 equivalent for generic couplings.
More technical details of this proof are given in appendix B. This argument can then
be slightly modified to motivate that the Jordan normal forms of Hec and H3 are also
equivalent, see again B, even if we have not yet worked out all details of the proof.

Universality for K > 1. It is even more complicated to show the universality for K > 1.
One main difference from the K = 1 case of the supereclectic models, as explained in
appendix B, is that the action of hj on ϕ(S) in general generates several states with differing
S-values. If we interpret Ŝ(hjϕ(S)) in (B.4) as the largest among these and replace L1
with the associated `j , the same logic should be valid, so that one can construct for the
supereclectic models all subleading states in (4.24).

For the eclectic model, however, a critical simplification used in (B.22) is not valid.
While we have extensive numerical evidence for general universality, we are currently unable
to provide a proof. We leave this for future work.
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6 Conclusions and outlook

We introduced a generating function ZL,M,K(q) that we conjectured (and partially proved)
to fully enumerate the Jordan block spectrum of the hypereclectic model introduced in [2],
for any sector of particles labelled by L,M,K. Interestingly, it takes a form reminiscent of a
partition function, where one traces a certain kind of number operator over the state space.
It may also be expressed as a sum over products of (shifted) q-binomial coefficients, which
elegantly reduces to a single q-binomial for the case of one wall, i.e. K = 1. Furthermore,
our approach for determining this generating function yields an algorithmic method for
generating the states of the Jordan blocks. We also provided further strong evidence
and partial proofs for the validity of the universality hypothesis of [2], i.e. the claim that
the spectrum of the hypereclectic and eclectic models agree for special filling conditions.
This is important, as the hypereclectic model is much easier to handle combinatorially in
comparison with the eclectic one. Apart from its intrinsic value as a new type of solution for
a new type of spin chain, our results appear to be an important starting point for an in-depth
analysis of the indecomposability properties of the dynamical fishnet theory, cf. (1.1), an
integrable logarithmic conformal field theory in four dimensions. In this context, note that
q-binomials are ubiquitous in the analysis of two-dimensional logarithmic conformal field
theories, see for example [28].

There are a number of gaps in our derivations that call for further research. Firstly, our
combinatorial arguments do not rigorously exclude the possibility of ‘unexpected shortening’
of Jordan blocks, as explained in appendix A. Secondly, while we made some progress
towards a proof of the universality conjecture, a full proof is still missing. It is possible
that the filling of these two gaps will require entirely new methods.

In this context, note that our results for these integrable models have not been derived
by directly using integrability. Instead, they have been obtained by linear algebra arguments
combined with combinatorics. Still, note that we were able to provide rather elegant formulas
that clean up and organise to a large degree the (at first sight) incredibly intricate Jordan
block structure of the models. One therefore wonders whether this, at least to us, rather
astonishing fact is not an indirect manifestation of the integrability of these non-hermitian
spin chain models. Understanding our findings from integrability is not only an interesting
intellectual challenge, but might eventually allow to fill in the above mentioned gaps and
incomplete proofs of this paper. Also, using integrability might lead to more explicit
formulas than (4.30) for ZL,M,K(q) for K > 1.

There are numerous further directions for investigations to consider. An interesting
conceptual question is whether the Jordan block spectrum of other non-diagonalisable
spin chains, integrable or not, can also be described by similar generating functions. Or
else, is this something particular to the (hyper)eclectic spin chain? There would be a
few natural ways to test this. For example, one could study the dilatation operator in
other non-diagonalisable sectors of (dynamical) fishnet theory. These sectors could contain
derivative fields/fermions, and would be more intricate to analyse. There are also different
strong twist limits of N = 4 SYM available, which should contain new diagonalisable
models, see [2]. One could also consider the dilatation operator in the strong twist limit
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of ABJM theory [29]. In this case the first quantum correction to the dilatation operator
appears at two loops, and we expect this would be a chiral version of the alternating spin
chain given in [30].

The results of this paper concern the dilatation operator at one-loop order. It is natural
to ask what might happen at higher loops. The dilatation operator certainly continues to
be nilpotent, and therefore is non-diagonalisable. It would be interesting to see in detailed
generality if and how the dilatation operator at different loop orders refines the Jordan
block spectrum. And clearly if would be exciting to understand the structure of Jordan
blocks on the non-perturbative level. Note that the QSC approach does not, in its current
form, allow to even address the question [31].
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A Unexpected shortening

Here we succinctly reformulate the conditions for the unwanted ‘unexpected shortening’
described in section 3.2. This might be helpful for eventually finding a rigorous proof. In any
case, it was very useful for the extensive numerical checking of our conjecture: unexpected
shortening cannot happen.

In a sector with general L,M , K = 1, we argued for the existence of a top state in
WL,M
S , where S was such that dS > dS+1:

ψ(S) =
dS∑
i=1

αie
(S)
i , (A.1)

where αi are constants and e(S)
i are the elementary states in WL,M

S . Acting with a power of
H on this state gives

Hkψ(S) =
dS−k∑
i=1

dS∑
j=1

A
(k)
ij αje

(S−k)
i =

dS−k∑
i=1

(A(k)α)ie(S−k)
i , (A.2)

where A(k) is a dS−k × dS matrix, and α is a vector of length dS with entries αi. The top
state ψ(S) defines a Jordan block of length k if Hkψ(S) = 0, or equivalently the homogeneous
linear system

A(k)α = 0 (A.3)
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admits at least one nontrivial solution in α. We claim that the rank of A(k) is always
maximal:

rank(A(k)) = min(dS−k,dS). (A.4)

In this case, it is well-known that (A.3) can only admit a nontrivial solution in α if and
only if rank(A(k)) < dS . Moreover, the number of independent nontrivial solutions is
dS − rank(A(k)). Therefore a nontrivial solution only exists when dS−k < dS . This occurs
precisely when k = S − S̃ + 1, as can be deduced from (3.23). Therefore, if the rank of
A(k) is always maximal, the top state ψ(S) determines dS − dS+1 Jordan blocks, each of
length S − S̃ + 1. We checked the rank of A(k) for all top states and for all values of k, up
to L = 30,M = 6, and always found it to be maximal, in line with our conjecture.

B Universality details for K = 1

In this section we prove that Hsuper,i, defined in (5.19), has the same Jordan block structure
as the hypereclectic model H3 for K = 1, under the assumption discussed in appendix A.
Then we describe how to modify these arguments to include the full eclectic Hamiltonian,
and sketch a possible universality proof for K = 1.

Universality for Hsuper,1. We start with the first supereclectic model defined in (5.19),
Hsuper,1. Consider a top vector ψ(S) for the hypereclectic model at a level S. This vector
determines a Jordan block of length nS ≡ S − S̃ + 1

HnS
3 ψ(S) = 0. (B.1)

We can expand HnS
super,1 as

HnS
super,1 =

nS∑
k=0

(
nS
k

)
Hk

1H
nS−k
3 =HnS

3 +nSH1H
nS−1
3 +nS(nS−1)

2 H2
1H

nS−2
3 +· · · , (B.2)

where we have used [H1, H3] = 0. We introduce a shorthand notation

HnS
super,1 =

nS∑
j=0

hj , h0 = HnS
3 , hj ≡

(
nS
k

)
Hj

1H
nS−j
3 , j = 1, . . . , nS . (B.3)

�Because of (5.4) and (5.5) each hj lowers the S-value of a state by j(L1 − 1) + nS . In other
words, given a vector ϕ(S) ∈ VS we have

Ŝ(hjϕ(S)) = S − j(L1 − 1)− nS = (S̃ − 1)− j(L1 − 1). (B.4)

In particular, hjϕ(S) = 0 if this value is negative. Now let us consider the S̃ value of a top
vector to be in an interval

`(L1 − 1) ≤ S̃ − 1 < (`+ 1)(L1 − 1). (B.5)

In this case, all operators hj with j > ` will annihilate the top vector and its descendants.
Therefore, we may consider only operators h0, h1, . . . , h` and disregard others in (B.3).
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For this S value of the top vector of the hypereclectic model ψ(S), we claim that we can
construct a corresponding top vector ψ(S)

1 of the supereclectic model Hsuper,1, defined by

HnS
super,1ψ

(S)
1 = 0, (B.6)

via the ansatz
ψ

(S)
1 = ϕ0 + ϕ1 + · · ·+ ϕ`, ϕ0 = ψ(S), (B.7)

if the top vector has S̃ which satisfies (B.5). The condition (B.6) can be written as

(h0 + h1 + h2 + · · ·+ h`)(ϕ0 + ϕ1 + · · ·+ ϕ`) (B.8)
= (h0ϕ0) + (h0ϕ1 + h1ϕ0) + · · ·+ (h0ϕ` + h1ϕ`−1 + · · ·+ h`ϕ0) + · · · = 0,

where we have grouped terms in a very particular way. The first term h0ϕ0 in (B.8) vanishes
due to (B.1). Now we want to find ϕ1 in the second bracket from the restriction that it
vanishes

h0ϕ1 + h1ϕ0 = 0. (B.9)

Since Ŝ(h1ϕ0) = (S̃ − 1) − (L1 − 1) from (B.4), this equation should be expressed by
elementary vectors with this S value. There are d(S̃−1)−(L1−1) of them, which becomes the
number of constraints.8 This equation also determines Ŝ(ϕ1) = Ŝ(h1ϕ0)+nS = S−(L1−1).
Therefore, ϕ1 can be expressed as a linear combination of dS−(L1−1) elementary states. Since
dS−(L1−1) = dS̃+(L1−1) > d(S̃−1)−(L1−1), one can solve coefficients of the linear combination
from (B.9) (not always unique). This proves that we can always find the solution ϕ1.

We require the next bracket in (B.8) to vanish:

h0ϕ2 + h1ϕ1 + h2ϕ0 = 0. (B.10)

Again, one can find that Ŝ(h1ϕ1) = Ŝ(h2ϕ0) = (S̃−1)−2(L1−1), from which we determine
Ŝ(ϕ2) = S − 2(L1 − 1). Since the maximum number of constraints is smaller than that
of the coefficients due to dS−2(L1−1) > d(S̃−1)−2(L1−1), one can find ϕ2 from the known
vectors ϕ1 and ϕ0 using (B.10).

One can easily generalise this argument up to the `-th bracket in (B.8):

h0ϕ` + h1ϕ`−1 + · · ·+ h`ϕ0 = 0, (B.11)

where the vectors ϕj , j = 0, . . . , ` − 1 have already been found in previous steps. Since
Ŝ(ϕj) = S − j(L1 − 1) we have Ŝ(hjϕ`−j) = (S̃ − 1) − `(L1 − 1) for j = 1, . . . , `. This
determines S-value of the unknown vector ϕ` to be Ŝ(ϕ`) = S − `(L1 − 1). Again, the
maximum number of constraints in (B.11) is smaller than the number of coefficients in the
expansion of ϕ` in terms of elementary states, which guarantees that we can always find
its solution.

There are more terms which we did not include in the second line of (B.8), but it is
easy to show they all vanish. For example, the (`+ 1)-th bracket would be

h1ϕ` + · · ·+ h`ϕ1. (B.12)
8In fact, this is the maximum number of constraints since some of the elementary vectors may not appear.
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Their S-values should be (S̃ − 1)− (`+ 1)(L1 − 1), which is negative due to (B.5). This
means that all these vectors vanish.

This proves our universality conjecture for the supereclectic model Hsuper,1 by con-
structing the top vector explicitly as

ψ
(S)
1 = ψ(S) + ϕ1 + · · ·+ ϕ`, (B.13)

for S̃ in (B.5).
Because S̃ ≤ Smax/2 (S̃ ≤ S by definition), the interval (B.5) is limited by the maximum

value of ` which is
`max =

[
L1M1

2(L1 − 1)

]
, (B.14)

where [x] is the largest integer not exceeding x.

Universality for Hsuper,2. The second supereclectic model Hsuper,2 defined in (5.19)
can be analysed in exactly the same way. Again, one can express

HnS
super,2 =

nS∑
m=0

gm, gm≡
(
nS
m

)
Hm

2 H
nS−m
3 , m= 0, . . . ,nS , g0 =h0 =HnS

3 . (B.15)

Each gm lowers S-values as follows:

Ŝ(gmφ(S)) = S −m(M1 − 1)− nS . (B.16)

In the same way as before, a top vector with level S (and corresponding S̃) with

m(M1 − 1) ≤ S̃ − 1 < (m+ 1)(M1 − 1), (B.17)

we only need to consider terms in (B.15) up to gm.
The remaining procedure is identical to the previous case. One can always find ϕ̃k from

ϕ̃0, . . . , ϕ̃k−1 using

g0ϕ̃k + g1ϕ̃k−1 + · · ·+ gkϕ̃0 = 0, k = 1, . . . ,m. (B.18)

This proves the universality conjecture for Hsuper,2 by constructing the top vector explicitly as

ψ
(S)
2 = ψ(S) + ϕ̃1 + · · ·+ ϕ̃m, (B.19)

for S̃ in (B.17), where m should be limited by the maximum value

mmax =
[

L1M1
2(M1 − 1)

]
. (B.20)

Universality for general eclectic model. Powers of Hec can be written as

HnS
ec =

nS∑
k=0

(
nS
k

)
(H1 +H2)kHnS−k

3 . (B.21)
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This expression can be simplified greatly by observing that H1H2 = H2H1 = 0 in sectors
where K = 1. This can be seen by acting with H1 on any state

H1|21 · · · 121 · · · 1 · · ·21 · · · 13〉 = |1 · · · 121 · · · 1 · · ·21 · · · 123〉. (B.22)

Then, H2 will annihilate the resulting state since it cannot contain 13. Therefore we can
remove any terms with both H1 and H2 in the expansion (B.21), which leads to

HnS
ec = h0 + (g1 + g2 + · · ·+ gnS ) + (h1 + h2 + · · ·+ hnS ). (B.23)

We can restrict the interval for S̃ by the two relations (B.5) and (B.17). Since L1 ≥ M1,
for a given ` we can find m such that

m(M1 − 1) ≤ `(L1 − 1) < (m+ 1)(M1 − 1). (B.24)

In this case, the intersection of the two intervals is given by

m(M1 − 1) ≤ `(L1 − 1) ≤ S̃ − 1 < (m+ 1)(M1 − 1). (B.25)

For these values of S, the expansion of power of the eclectic Hamiltonian is truncated to

HnS
ec = h0 + (g1 + g2 + · · ·+ gm) + (h1 + h2 + · · ·+ h`). (B.26)

We now claim that the top vector of the eclectic model can be always constructed from the
hypereclectic top state ψ(S) = ϕ0 as follows:

ψ(S)
ec = ϕ0 +

m∑
i=1

ϕ̃i +
∑̀
j=1

ϕj . (B.27)

Let us provide the detailed proof for the simplest case m = 2, ` = 1, with

2(M1 − 1) ≤ (L1 − 1) ≤ S̃ − 1 < 3(M1 − 1). (B.28)

We will show that the top vector for the eclectic model can be constructed as

ψ(S)
ec = ϕ0 + ϕ̃1 + ϕ̃2 + ϕ1. (B.29)

One can expand HnSec ψ
(S)
ec = 0 as

(h0 +g1 +g2 +h1)(ϕ0 + ϕ̃1 + ϕ̃2 +ϕ1) (B.30)
= (h0ϕ0)+(g0ϕ̃1 +g1ϕ0)+(g0ϕ̃2 +g1ϕ̃1 +g2ϕ0)+(g0ϕ1 +g1ϕ̃2 +g2ϕ̃1 +h1ϕ0)+ · · ·= 0.

The first three brackets in (B.30) have already been solved for Hsuper,2, therefore we only
need to consider the fourth term and ellipsis. The S-values of each term have already been
computed as

Ŝ(g1ϕ̃2) = Ŝ(g2ϕ̃1) = (S̃ − 1)− 3(M1 − 1) < Ŝ(h1ϕ0) = (S̃ − 1)− (L1 − 1). (B.31)
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Therefore, ϕ1 can be determined from ϕ0 in the same way as for Hsuper,1 with additional
subleading terms in S from the known ϕ̃1, ϕ̃2. The terms in the ellipsis in (B.30) are

· · · = g1ϕ1 + g2ϕ̃2 + h1ϕ̃1 + g2ϕ1 + h1ϕ̃2 + h1ϕ1. (B.32)

The S-values for these vectors are given by

Ŝ(giϕj) = Ŝ(hjϕ̃i) = (S̃ − 1)− j(L1 − 1)− i(M1 − 1),
Ŝ(hiϕj) = (S̃ − 1)− (i+ j)(L1 − 1), Ŝ(giϕ̃j) = (S̃ − 1)− (i+ j)(M1 − 1). (B.33)

It is not difficult to see from (B.28) that all these vectors should vanish since their S-values
are all negative.

This procedure can now be generalised in principle to any value of (`,m), although it
is hard to give general, explicit expressions, since the mixed interval depends closely on
explicit vaues of L1,M1. It would be interesting to complete the details of this sketch of a
proof of K = 1 universality.

C Fine tuning and cyclicity classes

Although we have proven the universality hypothesis for generic values of the couplings ξi
for K = 1, it is possible to fine-tune the couplings to destroy the Jordan block structures
in a particular cyclicity class. We give a simple example of this occurring, for the sector
L = 5,M = 3,K = 1. There are 30 states in this sector:

Ck |22113〉 , Ck |21213〉 , Ck |12213〉 , (C.1)
Ck |21123〉 , Ck |12123〉 , Ck |11223〉 ,

where Ck is the unnormalised projector defined in (2.14) and k = 0, 1, 2, 3, 4 labels the
cyclicity class. In each cyclicity class k the hypereclectic model H3 has Jordan decomposition
(5, 1), so that the overall Jordan decomposition is (55, 15). The other models related to H3
by permutations of the fields H1 and H2 have Jordan decomposition (3,2,1) in each cyclicity
class. For generic ξi we have argued that the eclectic Hamiltonian Hec = H1 +H2 +H3 also
has the Jordan decomposition (55, 15), since this sector satisfies the filling conditions (5.2).
Setting ξ3 = 0 leads to a Jordan decomposition (35, 25, 15). Interestingly, this decomposition
can be further refined by tuning ξ1 and ξ2. Let us act with Hec|ξ3=0 on the top state
Ck |22113〉:

Ck |22113〉 → ωkξ1Ck |21123〉+ ω−kξ2Ck |12213〉 (C.2)
→ (ω2kξ2

1 + ω−2kξ2
2)Ck |11223〉 → 0,

where ω = e2πi/5 and we used CkU±1ψ = ω±kCkψ, [Hi, Ck] = 0. For generic couplings this
gives a length 3 block in each cyclicity class. However, if we tune the couplings such that
ξ2

2 = −ω4kξ2
1 the block splits into a 2-block and a 1-block in this cyclicity class k. There

are two further top states in this sector:

Ck |21213〉 → (ξ1ω
k + ξ2ω

−k)Ck |12123〉 → 0, (C.3)
ξ2ω
−kCk |21123〉 − ξ1ω

kCk |12213〉 → 0.
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The first of these is a 2-block, which can be broken into two 1-blocks in a single cyclicity
class if ξ2 = −ω2kξ1. The next of these is always a 1-block. From this example we see
explicitly that finer Jordan block decompositions can be obtained in specific cyclicity classes
by tuning the couplings appropriately.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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